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Parameter Space Compression
Underlies Emergent Theories
and Predictive Models
Benjamin B. Machta,1,2 Ricky Chachra,1 Mark K. Transtrum,1,3 James P. Sethna1*

The microscopically complicated real world exhibits behavior that often yields to simple yet
quantitatively accurate descriptions. Predictions are possible despite large uncertainties in
microscopic parameters, both in physics and in multiparameter models in other areas of science.
We connect the two by analyzing parameter sensitivities in a prototypical continuum theory
(diffusion) and at a self-similar critical point (the Ising model). We trace the emergence of an
effective theory for long-scale observables to a compression of the parameter space quantified by
the eigenvalues of the Fisher Information Matrix. A similar compression appears ubiquitously in
models taken from diverse areas of science, suggesting that the parameter space structure
underlying effective continuum and universal theories in physics also permits predictive modeling
more generally.

Physics owes its success (1) in large part to
the hierarchical character of scientific theo-
ries (2). These theories of our physical

world model natural phenomena as if physics
at macroscopic length scales were almost inde-
pendent of the underlying, shorter-length–scale
details. For example, understanding string theory
or the electroweak interaction is not necessary for
quantitatively modeling the behavior of solids or
superconductors active on longer length and time
scales. The fact that many lower-level theories
in physics can be systematically coarsened (re-
normalized) into macroscopic effective mod-
els establishes and quantifies their hierarchical
character.

A similar emergent simplicity also appears
in other areas of science (3–9). In many cases,

important predictions largely depend only on a
few “stiff” combinations of parameters, followed
by a sequence of geometrically less important
“sloppy” ones (Fig. 1) (10–12). This recurring
characteristic, termed “sloppiness,” naturally
arises (13, 14) in models describing collective
data (not chosen to probe individual system com-
ponents) and has implications similar to those of
the renormalization group (RG) and continuum
limit methods of statistical physics. Both physics
and sloppy models show weak dependence of
macroscopic observables on microscopic details
and allow effective descriptions with reduced di-
mensionality. To clarify this connection, we devel-
oped and applied an information theory–based
generalization of sloppy model analysis to two
well-understood physicsmodels—a discretemodel
of diffusion and an Ising model of the ferromag-
netic phase transition. For both models, we show
that when observations are confined to long time
or length scales, there is a similar compression of
the microscopic parameter space, with sensitive
or stiff directions corresponding to the relevant

macroscopic parameters (such as the diffusion
constant). These results suggest that the hierarchy
of theories in physics relies on the same param-
eter space compression that is ubiquitous in gen-
eral multiparameter models.

The sensitivity ofmodel predictions to changes
in parameters is quantified by the Fisher Infor-
mationMatrix (FIM). The FIM forms ametric on
parameter space that measures the distinguish-
ability between a model with parameters qm and
a nearbymodel with parameters qm + dqm (15–18).
This divergence is given by ds2 = gmndq

mdqn,
where gmn is the FIM defined by

gmn ¼ −∑
→x

Pqð→x Þ ∂
2logPqð→x Þ
∂qm∂qn

ð1Þ

Here, Pqð→x Þ is the probability that a (stochastic)
model with parameters qm would produce ob-
servables →x. In the context of nonlinear least
squares, g is the Hessian of c2, the sum of squares
of residuals of the data fit (15). Distance in this
metric space is a fundamental measure of dis-
tinguishability in stochastic systems. Sorted by
decreasing eigenvalues, eigenvectors of g describe
progressively less important linear combina-
tions of parameters that govern system behavior.
Previously, it was shown that in nonlinear least
squares models describing collective data, this
metric’s eigenvalues have logarithms that are
roughly uniformly distributed overmany decades
and reach extremely small values (Fig. 1). These
eigenvalues quantify parameter space compression:
A few stiff eigenvectors in each model point
along directions where observables are sensitive
to changes in parameters, whereas progressively
sloppier directions make little difference. These
sloppy parameter combinations cannot be in-
ferred from collective data, and conversely, their
exact values do not need to be known to quan-
titatively understand system behavior (12). Do
physics models share this structure?

The diffusion equation is the canonical ex-
ample of a continuum limit in physics. It gov-
erns behavior whenever small particles undergo
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stochastic motion. The complex microscopic col-
lisions are described by a general linear dynam-
ical equation for the particle density, r(r, t):

∂trðr; tÞ ¼ Rr − V∂xrþ D∂2xr þ

∑
∞

n¼3
Cn∂nxr ð2Þ

Here, D is the diffusion constant, V is the net
drift, R is the particle creation rate, coefficients
Cn couple to higher-order gradient terms and
scale as Cn º an, where a is some microscopic
length. As time t proceeds, r smoothens over a
length e

ffiffiffiffiffiffi
Dt

p
. The contribution of higher-gradient

terms thus scales as Cn/(Dt)
n/2 ~ (Dt/a2)–n/2 and

can be dropped to yield the three-term diffusion
equation as the emergent continuum limit. Mi-
croscopic parameters describing the particles and
their environment enter into this continuum de-
scription only through their effects on D, V, and
R. We considered a microscopic model of sto-
chastic motion and particle creation on a discrete
one-dimensional (1D) lattice of sites. Parameters
qm give the probabilities that a particle will be at
site j + m after one time step given a starting
particle at site j, for –N ≤ m ≤ N (Fig. 2, inset).
At the initial time, all particles are at the origin,
r0( j) = dj,0. The observables,→x ≡ rtð jÞ, are the
densities of particles at some later time t.

After a single time step, the distribution of
particles is given by r1( j) = q j. This distribution
depends independently on all of its parameters;
thus, the FIM is the identity, gmn = dmn (15).
Because each parameter is independently mea-
surable, there is no parameter space compres-
sion.When particles take several time steps before
their positions are observed, some parameter com-
binations affect observable behavior much more
sensitively than do others: The nth FIM eigen-
value scales as ln ~ t2(Dt/a2)–n–1/2 (Fig. 2) (15),
where a = N is the maximum hopping distance,

our microscopic length scale. The information
theory approach has automatically recapitu-
lated the physics underlying the continuum
limit; successive eigenvalues are separated by

the square of the factor
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Dt=a2

p
governing the

strength of successive terms in the gradient ex-
pansion (Eq. 2). The three stiffest eigenvalues
can be shown to correspond precisely to R, V,

Fig. 1. Normalized eigenvalues of the FIM of various models. The
diffusion and Ising models are explored here. A radioactive decay model
and a neural network are taken from (14). The systems biology model is a
differential equation model of a mitogen-activated protein kinase (MAPK)
cascade taken from (10), and the adjoining band marked as “Random”
shows a typical eigenvalue spread from a Wishart random matrix of the
same size. (Additional examples are available in fig. S1.) In all models, the
eigenvalues of the FIM are roughly geometrically distributed, with each
successive direction substantially less important for system behavior (only
the first 10 decades are shown). This means that inferring the parameter
combination whose eigenvalue is smallest shown would require ~1010

times more data than would the stiffest parameter combination. Conversely,
the least important parameter combination is

ffiffiffiffiffiffiffiffiffi
1010

p
times less important for

understanding system behavior.
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Fig. 2. FIM eigenvalues of a model of stochastic motion on a 1D lattice. The seven parameters
describe probabilities of transitioning to nearby sites (bottom, inset). Observations are taken after a given
number of time steps for the case in which all parameters take the value qm = 1/7. The top row shows the
resulting densities plotted at times t = 1, 3, 5, and 7. The bottom plot shows the eigenvalues of the FIM
versus number of steps. After a single time step, the FIM is the identity, but as time progresses, the
spectrum of the FIM spreads over many orders of magnitude. The first eigenvector measures deviations in
the net particle creation rate R from 0, the second measures a net drift V in the density, and the third
corresponds to parameter combinations that change the diffusion constant D. Further eigenvectors
describe parameter combinations that do not affect these macroscopic parameters but instead measure
the skew (green), kurtosis (purple), and higher moments of the resulting density (orange and brown).
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and D; further eigenvectors control the skew,
kurtosis, and higher moments of the final dis-
tribution of particles through coefficients Cn that
do not appear in continuum descriptions (Fig. 2)
(15). This gives an information theoretic expla-
nation for the wide applicability of the diffusion
equation and quantifies a widely held intuition:
One cannot infer microscopic parameters such
as the bond angle of a water molecule from a dif-
fusion measurement. Conversely, microscopic
details are unnecessary for understanding the long-
scale behavior.

Continuum models such as the diffusion
equation arise when fluctuations are large only
on the microscale. These models are valid when
the observables are slow and large when com-
pared with the natural scale of fluctuations. RG
methods clarify that system behavior can be
quantitatively modeled even when fluctuations
are large on all scales, such as near critical points
and for quantum field theories. The Ising model
is the prototypical system exhibiting these self-
similar fluctuations. Near its critical point, the
Ising model predicts fractal domains whose sta-
tistics are universal; it not only describes mag-
netic fluctuations in ferromagnets, but also the
density fluctuations near a liquid-gas transition
and composition fluctuations near a liquid-liquid
miscibility transition (19, 20). In the 2D square
lattice Ising model, a “spin” at every site takes
a value of si,j = T1, and observables are spin
configurations →x ¼ fsi;jg or subsets →x n, as
defined below. Our generalized Ising model as-
signs to each spin configuration a probability given
by its Boltzmann weight, Pqð→x Þ ¼ e−Hqð→x Þ=Z
and is parametrized through its Hamiltonian
H qð→x Þ ¼ qmFmð→x Þ. Parameters qab describe
the coupling between spins and their neighbors
at coordinates (a,b) away, so that Fabð→x Þ ¼
∑i;jsi;jsiþa; jþb, whereas q0 is the external field
multiplyingF0ð→x Þ ¼ ∑i; jsi; j (Fig. 3, inset) (15).
The usual nearest-neighbor Isingmodel has q01 =
q10 = –1/T, q0 = h, and q = 0 otherwise. We ex-
amined our generalized model near the critical
point T = Tc, h = 0 of the usual model.

At the microscopic level, observables are
entire spin configurations, and the Ising FIM is
a sum of two- and four-spin correlation functions
that can be readily calculated by use of Monte
Carlo techniques (15, 21). The Isingmodel viewed
at its microscopic scale has two-parameter com-
binations with large eigenvalues (Fig. 3, first col-
umn) (15). These two stiff eigenvectors control
the so-called “relevant” variables of the RG, h
and t = (T – Tc)/Tc, which affect long-distance
behavior and have no analogy in the diffusion
equation (22, 23). The remaining eigenvalues all
cluster around a scale given by the system size
and do not yet show parameter space compres-
sion. Their distribution is reminiscent of the spec-
trum seen in the diffusion equation when viewed
at its microscopic scale, at which parameters could
be independently measured from particular ob-
servables. Their corresponding eigenvectors are
nonstiff parameter combinations that only affect

short-distance behavior (“irrelevant”RG variables).
Nonetheless, the clustering of FIM eigenvalues
(Fig. 3, first column) demonstrates that none of
these parameter combinations are redundant for
the description of microscopic data; a real “multi-
parameter” ferromagnet is not microscopically
well-described by the two-parameter Ising model.

To understand how the Ising model provides
a universal description for coarsened behavior,
we restricted observables to spin configurations
of a subset of lattice sites chosen via a checker-
board decimation procedure (Fig. 3, top row, in-
sets). The FIM of Eq. 1 is now measured using
as observables only those sites in a sublattice
decimated by a factor 2n,→x n ¼ fsi;jgfi;jg∈n. For
example, one level of decimation corresponds
to the black sites on the checkerboard, whereas
after two steps, only sites {i, j} with even i and j
remain. The distribution is still drawn from the
ensemble defined by the original Hamiltonian
defined on the full lattice. The calculation was
implemented by using Compatible Monte Carlo
(15, 24). The results from Monte Carlo are pre-
sented for a 64 × 64 lattice at its critical point in
Fig. 3. From an information theory perspective,
the results shown in Fig. 3 and analysis detailed

in (15) demonstrate that relevant variables are
exactly those for which spatial coarsening pre-
serves measurement precision. Crucially, the other
eigenvectors of the metric become progressively
less important under coarsening, just as for dif-
fusion. As coarsening proceeds, the FIM eigen-
values shrink according to the corresponding
irrelevant RG exponent (Fig. 3) (15). The presence
of just two stiff FIM eigenvalues provides an
alternative explanation of why the two-parameter
Ising model can capture the universal behavior
of a wide variety of physical systems near their
critical points.

We have seen that neither the diffusion model
nor the Ising model are sloppy at their micro-
scopic scales. It is only upon coarsening the
observables—either by allowing several time
steps to pass or by only observing a subset of
lattice sites—that a typical sloppy spectrum of
parameter combinations emerges. Correspond-
ingly, multiparameter models such as in systems
biology and other areas of science are sloppy
only when fit to experiments that probe collec-
tive behavior; if experiments are designed to
measure one parameter at a time, no model com-
pression can be expected (25, 26). In the models
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Fig. 3. FIM eigenvalues of an Ising model of ferromagnetism. Parameters describe nearest and
nearby neighbor couplings (bottom, inset) and a magnetic field. Observables are spin configurations of
all spins on a sublattice (dark sites in top, insets). (Top) One particular spin configuration generated by
the model, suitably blurred for step > 0 to the average spin conditioned on the observed sublattice
values. Some information about the configuration, such as the typical size of fluctuations, is preserved
under this procedure, whereas other information such as the nearest-neighbor correlation amplitude is
lost. The two largest eigenvalues, whose eigenvectors measure reduced temperature t and the applied
field h do not decay substantially under coarsening. Further FIM eigenvalues shrink by a factor offfiffiffi
2

p −2−2yi , where yi is the ith RG exponent (15). This shrinkage quantifies the information lost in each
coarsening step.
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examined here, there is a clear distinction be-
tween the short time or length scale of the micro-
scopic theory and the long time or length scale
of observables. As we show in (15), sloppiness
in physics can be precisely traced to the ratio of
these two scales—an important small variable.
In the broad class of models in which such dis-
tinction of scales cannot be made, our explana-
tion for sloppiness (27) is not yet unified with
the RG and continuum methods of physics.
Nonetheless, the striking similarity of their sloppy
sensitivities lends perspective to the surprising
power of mathematical modeling despite micro-
scopic uncertainty.
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Deterministically Encoding Quantum
Information Using 100-Photon
Schrödinger Cat States
Brian Vlastakis,1* Gerhard Kirchmair,1† Zaki Leghtas,1,2 Simon E. Nigg,1‡ Luigi Frunzio,1

S. M. Girvin,1 Mazyar Mirrahimi,1,2 M. H. Devoret,1 R. J. Schoelkopf1

In contrast to a single quantum bit, an oscillator can store multiple excitations and coherences
provided one has the ability to generate and manipulate complex multiphoton states. We
demonstrate multiphoton control by using a superconducting transmon qubit coupled to a
waveguide cavity resonator with a highly ideal off-resonant coupling. This dispersive interaction
is much greater than decoherence rates and higher-order nonlinearities to allow simultaneous
manipulation of hundreds of photons. With a tool set of conditional qubit-photon logic, we mapped
an arbitrary qubit state to a superposition of coherent states, known as a “cat state.” We created
cat states as large as 111 photons and extended this protocol to create superpositions of up to
four coherent states. This control creates a powerful interface between discrete and continuous
variable quantum computation and could enable applications in metrology and quantum
information processing.

Cavity quantum electrodynamics is a test-
bed system for quantum optics, allowing
the observation of strong interactions

between photons and (artificial) atoms (1–3).
Techniques using these systems allow the pro-

duction of nonclassical states of light, which
have important uses for quantum communica-
tion, quantum computation, and investigations
of fundamental quantum theory. For supercon-
ducting quantum circuits, cavity resonators have
proven a valuable resource serving several roles:
a quantum bus to generate entanglement between
qubits (4), a quantum nondemolition probe al-
lowing efficient quantum measurements (5, 6), a
generator of single microwave photons (7, 8),
and a quantum memory to store and shuttle in-
formation (9, 10). With its large Hilbert space,
a cavity resonator also has the potential to store
multiple quantum bits or redundantly encode in-
formation as necessary for quantum error cor-
rection. With the proper controls, a single cavity

could be made equivalent to a multiqubit reg-
ister, allowing for simplifications of hardware
design (11, 12). Although there have been some
investigations of complex, multiphoton super-
positions in superconducting cavity resonators,
most techniques developed so far require fast
qubit frequency tunability and are based on con-
trolling individual photons one by one (13, 14).
These implementations become increasingly bur-
densome for complex states or large photon num-
bers, making it desirable to develop amore natural
method for controlling the large cavity Hilbert
space.

We demonstrated a set of multiphoton opera-
tions by using a fixed-frequency superconducting
transmon qubit coupled to a waveguide cavity
resonator. We realized a highly ideal strong-
dispersive coupling, where the strengths of the
off-resonant qubit-cavity interactions were sev-
eral orders of magnitude greater than the cavity
decay rate and higher-order nonlinearities. This
created a set of qubit-cavity entangling operations,
allowing for control over the large cavity phase
space. We implemented two of these operations:
the qubit-state conditional cavity phase shift (15)
and the photon-number conditional qubit rota-
tion (14, 16). We combined these with uncondi-
tional qubit and cavity operations to perform direct
measurements of the cavity Wigner function (17)
and to efficiently generate large superposition states.
By using these tools, we realized a recently pro-
posed protocol (18) to deterministically encode
quantum information in a cat state by creating an
arbitrary superposition of quasi-orthogonal co-
herent states conditioned on an initial qubit state.
We concatenated these entangling operations to
encode quantum information into multiple phases
of the cavity state, thereby creating multicom-
ponent cat states and producing example states
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